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Abstract—This paper describes an underwater
sensor network with dual communication and sup-
port for sensing and mobility. The nodes in the
system are connected acoustically for broadcast
communication using an acoustic modem we de-
veloped., The nodes are connected optically for
higher speed point to point data transfers using
an optical modem we developed. We describe the
hardware details of the underwater sensor node
and the communication and networking protocols.
Finally, we present and discuss the results from
experiments with this system.

[. INTRODUCTION

Underwater modeling, mapping, and monitoring
for marine biclogy, environmental, and security pur-
poses are currently done manually or using expensive
hard to maneuver underwater vehicles or individual
instruments. We would like to bring a new level of
automation and capability to this domain in the form
of versatile and easily deployable underwater sensor
networks. Just like the Berkeley Mica Mote [11], the
current industry standard for ground sensor networks
has fueled an explosion in the development of ground
and aerial sensor network applications, our goal is
to develop underwater technology that will enable a
similar level of automation.

More than 70% of our planet is covered by water.
It 1s widely believed that the underwater world holds
ideas and resources that will fuel much of the next
generation of sclence and business. However, any
underwater operations are fraught with difficulty due
to the absence of an easy way to cellect and monitor
data. Underwater sensors exist but they are not
networked and their use has many issues:

+ Deploying, retrieving, and using the sensors is
labor intensive;
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¢ Collecting the data is subject to very long de-

lays;

¢ The manual aspects of using the sensors leads to

error;

¢ The spatial scope for data collection with indi-

vidual sensor is limited;

¢ Individual sensors are unable to perform opera-

tions that require cooperation, such as tracking
relative movement and locating events.

What is required is a low-cost, versatile, high-
quality, easily deployable, self-configurable platform
for underwater sensor networks that will (a} auto-
mate data collection and scale-up in time and space,
(b) speed-up access to the collected data, and {(c) be
easy to use.

In this paper we describe the underwater sensor
network hardware we designed, built, and deployed
in lakes, rivers, and ocean. The hardware consists
of static sensor network nodes and mobile rcbots
that are dually networked optically (for peint-to-
point transmission at 330kb/s and acoustically for
broadcast communication over hundreds of meters
range at 300b/s). We discuss the communication
performance of the network during experiments with
this system In the ocean, In rivers, and in lakes. We
describe the sensor network hardware, explain the
communication protocols, and show results from field
experiments.

The sensor nodes, which were developed In our
lab, are shown in Figure 1. These nodes package
communication, sensing, and computation in a small
cylindrical water-tight container. Each unit includes
an acoustic modem and an optical modem imple-
mented using green light and designed in our lab. The
system of sensor nodes communicates with a TDMA
protocol and is self-synchronizing. The system is
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sapable of rargivg and haz 2 data rate of 200 bz
verified up to 400 rreters in fesh water axd in the
ceeat. The sersops in the it inelude teriperatise
presame, and cstoers with inpads for water chevndsteyr
SENSOEE.

Beaarze the nodes are hght ard sroell they ape
easily deployed by roarmslly theoowing thern orer-
board Ornee deplogred, the nodes ae archored with
weights ard foern 2 static urderwater retwork. This
networh self-localizes using & rangs based 3D dis-
trituted bealization algorithen extersion of the 2D
distritmted loealivation algoritben develped i om
previons work [13].

A. Reladed Wownls

There has bean 2 growing ivderest in suborneting
oeeshomsphin researeh applications. This ressaroh
iz roohivated btor the wision of collaborative ceeano-
graphic reseamwh pmwjests s1ch & the Autorornoms
Qroean Sarnpling Metwoek IT [1] a0d [2), [5]. [BL [10]
It iz beoornivg roore iroportard for robots and sersing
ivstrarrerids to be able o assist i the deplovroerd: of
resnning srsterns or bo aeh as part of large-soale
data-collesting netwods,

In designirg the urderwater retwork srstern, we
drzw feoen Foporberd resabs o acostic teleroeter
[4] 2xd the design of mrecr networks for serisl op-
ergbions [11]. A cabled weter operstion system was
desaribed in [12]. We also budd on the suecess of the
WHOI acoustio rodermn [15] to develop & flesdble, pe-
prograrntneble aeonstio roodel with rew oapebilities
seh az reprograrnability, ranging, TDWLA actraro-
nirations, and :=lH-ameheonizaticn

II. THE UNDERWATEFR SENSCR NETWORE
A, Howduawe

Fig 1.

A pictume of some semeror usdes Anngs.

In o previoe work [14] we dessaibed om fiesh
urderwater sevecy vetworh. This vetwork had lio-
ited aoonstic sapabilities. Building on this work, we
developed 3 ssecrd generation urderwater sersor
network that hoas petaired the original gosls ard
addressed thern with & differert design and enbanesd
aapabilities.

e hewe boalh 3 second generation urderwatar
semecy nodes called Agmetfodes (e Fipure 1) So
far we have tmilh 10 nodes. BEach nhode is baild
aromd 3 COFPT wmit |, based on the ATrnegal 28
proeessor, with 128kbarte of prograrn flash reerooer
dibtrte of BAW, and 512kbyte of flash rerocey for
data logging/shorage. This board has fernperatirs
ard presame |reors on b and inpoaks for & obber 24-
bit analog or digitel sensoes. The muderwater sereor
node is eordaited it an aerylie watertight sorlindeiosl
conbaiter with 3 radive on 15 aroand height of 2%
The eaps of the tube 312 rolded to I the eleotopies
that need to be there (eg. the opheal woeiwer and
trapervitter, the aeonstie feansduesr, and oables).
The bottorn cap of the bar has &2 winged srstem
that allows the addition of feeestanding rressirmg
devices and provides 3 saspernsion rechardsio for
weighibs,

The roother bosrd is mterfased to 3 special optical
cornriomicsticre bosrd throagh 3 =rial livk. The
optical bosrd has ite own proeessor and uses S35
light. It is eapable of & range of 2.2I:'|.'||."EIT|.1:_ within 3
ootue of @030 degress and 3 roadromn date rate of
AWkbitsfs. Additiorally, thers is an asmishio aorien-
rieation roodile using 30kHz FRE roodulstion ard
ah in-honse bailk tearedueer with 2 rarge tested ap
to d00pn (we beliewe it can go farther) and 3 daba
rate of 330 bits/s.

Fior sensng, each node has 3 presaare sersor, hero-
peratime mreor, 3rd 3 6d0 = 480 eolop carmers. The
top side of the first gererstion sereoy bor acrdained
2 1'm roen pod with an LED beason. The pod was
umd by an ATTV o losate the bos, dosk, and pisk it
up. Fatae versiors of the seecrd geterstion sereor
node will acrdain seh 3 docldrg pod. In additice, the
node will contain 3 XEMOM flash tube for ineeasmg
the distance for relizble rode losstion to about 20
rretars, The sarecy rode is powered by ¥ 2 axop/hon
Lithiurn Ion batteries. %When all the ecroporerds of
the rode run at filll power =g the eoenromrication
hardware is fully powersd and operates cordivoumisly
ard the 3l sersors ate ako fullr powered and sarople

1The Sm =g Tequises lases on ome of the dewices and
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continuously) the battery provides 2 weeks of contin-
uous operation. In sleep mode the battery provides
1 year of continuous usage. The box i1s weighted to
be 20% negatively buoyant, and balanced such that
if dropped in water it always lands top up.

The sensor node design has been planned for oper-
ations up to 200m of depth and has been tested in a
pressure chamber up to 50m. We have deployed the
nodes in different ocean, lake and river environments
up to 10m. The sensor node is deployed manually (by
throwing overboard) or it can be deployed with high
precision using a robot. The node has lines of man-
ually adjustable length. The nodes stays suspended
with weights attached to the line at the bottom of
the water basin.

B. Capabilities

The sensor system was built in such a way that
the system is very easy to deploy. The nodes can
just be placed in the water and they will automati-
cally localize themselves using ranges obtained from
the acoustic modems. Before the nodes can localize
themselves they must decide on a communication
schedule. To do this we use a self-synchronizing time
division multiple access (TDMA) scheme to schedule
messages (see Section IIT).

The static localization algorithm is a robust lo-
calization algorithm we developed based on a 2D
distributed localization algorithm developed in [13].
This algorithm requires the sel. of ranges between the
sensor nodes as input.

The ranges are obtalned using the acoustic
modems (see Section II1.) The ranges are obtained
using two different methods. The first is to measure
the round trip time of a message between a pailr of
nodes. This give us a ranges with an accuracy of £3
cm.

The second method is to synchronize the clocks on
the nodes and then use a schedule to determine when
each node should send a message. The modems have
temperature compensated oscillators with about one
part per million drift which allows sub-meter ranging
accuracy for about thirty minutes before the clocks
need to be synchronized again.

In both of these cases we are only able to obtain
a single range measurement at any one time. In
the case where the ranging is taking place on a
moving node such as the robot, this implies that
between each range measurement the robot will have
moved and this movement needs to be compensated
for. We are currently able to obtain a single range
measurement every one to four seconds.

III. COMMUNICATION

In this section we describe the acoustic protocols
that give our underwater sensor network nodes the
capabilities described in Section II-B.

The sensor nodes are networked dually. Optical
communication allows line-of-sight fast data transfers
as described in [14]. The data rate is 320 Kb/s and
the nodes. Direct line of site within a 90 degree cone
at 2 m {extensible to 8m using lenses) is required for
optical communication.

The acoustic communication enables broadcast at
lower data rates of 330 kbits/s at distances of over
400 m?. In this section we describe the details of the
acoustic communication system.

A. Acoustic Modem Hardware

The acoustic modem i1s buill around a Analog
Device Blackfin BF533 fixed point DSP processor
running at 600Mhz. For transmition the processor
generate a, PWM signal which 1s amplified by a 10W
D class amplifier, operating at about 90transducer
developed In house. For reception, the signal from
the same transducer is passed through a band pass
filter, and variable gain amplifier which drives a 12bit
A /D sampling the signal at 250 k samples per second.

The modem uses a FSK modulation on a 30Khz
carrier frequency. The symbol size is 3ms, consisting
of 1lms transmition and 2ms pause. The numbers
were determined experimentally. We aimed to reach a
good trade off between inter-symbol interference and
frequency resclution on the receiver side. Each data
packet consists of a synchronization pulse followed
by 16 bytes of data. The synchronization pulse is
a linear frequency sweep of 5ms recognized on the
receiver side by a matched filter. The data consists
of 10 bytes of payload, 2 byte CRC, 1 byte for the
source [D, 1 byte for the destination ID, 1 byte for
the packet type and 1 byte for the slot number (used
by the TDMA scheduler).

B. A TDMA Protocol

A typical network deployment starts with initial-
izing the number of slots at deployment type. Typi-
cally, we start with the a number of slots equal to
the number of nodes in the system. We can add
slots on the fly or al any time over the duration
of the network. The additional slots are allocated to
support more frequent communication for the moving

“We have only tested the system up to 400 m but we believe
the range is greater and have plans to test this in the near
future.
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nodes, or for bese shatiore, Modes are allbested 2 dotb
rarnber 3t the beghmivg of deplogroerd. Howensr,
ahy rode can send & cotoroend o arother node to
relezme ite titee slob.

O TDILA protoscl uses 4 = titoe dots. Eash tioe
slot & divided ivbo 3 2 £ raster pachet for the dot
cwrer, aid 2 = wsporee tine. The wmsporee tooe
ey be one of byo eategories, based on the owner's
request. The cwner oy Equesh oornromisation to 2
sirgle node, or eanroemicstion to roalbtiple nodes. In
the case of eorraomirication to 3 dngle spedifie rode
the resporee mweludes data, However, the response
pachet & alao used o ecrnpithe the pange betwesn the
two nodes (e, the wundtrip tine offset by 2 sea)
Inthe cam of roalbipke destiretions the responses ave
spaoad 3t 200 o= mberrals and are used privoerily to
corapiate roodlbiple ranges within cne cornrmomisshion
slot, T'his coraroomiestion roodalifyr does notb sappoet
roch data wansfer, b i enables 3 rerr effivierd wayr
of estinating rooalbiple ranges. This featire is iropoe-
tard for applicsticrs that use the sereor retwork 3=
an extertal beoalization srstern to localive and track
3 rnoving rode, for exarnple using the algorithen i [7]
., a5 well 35 for applicstions that requirve the network
to zelf-loealime ahd establish & syrstern of eoorditetes,
fior excarople using the algoeithrn eschersione of [13].

In our TDWIA foplatnerdation 2 node @an own
argrwhere between O ard M tiee skots. The cwrers
of the slote can be changed drretnicallr in resl titoe.

o Sel e alum prnabio

A kev featime of our sereor retwork systern is
the ability of the srdern to selfsrrehvorize wiklond
aooess o an extarnal ook sompee sach as 2 GPS or
to very highrprecidon alobs.

The selsnehvorizsion algodthin worls as fol-
lows=. The nodes ate hitislized with the tobel roarober
of dots and each rode Jmows ite slob rorober,

When node szowith allbeated slot M = deplored
water, it waits to hear 3 corvect roaster pachet for
N d = If the node hears 3 recsage in this mberral
it deoodes the slot rovober feorn the ressage and
cornpates the e cwn tivee to talk based on this doh
rourober. S0, for exatople it W = 4 ard = heasrs 3
ressage foen the rode whose allovated slot rorober
iz 2 node = lowows that e tivee to cororcamiosts iz
d = later. Thi= rethod allows rodes to srvhicorize
tleir irdetnal olook.

If rode = alloested to kot N does rob heasy angye-
body during its fivst M o« 4 5 1 sharts tearernittivg
ressages, Bverdually cve of the rodes will sharh
cotnrromicstivg firsh and a1l the cther rodes will

syneheonize to it A possible deadlosk happens if
2l the nodes shart talimg ab ohwes. T'his = 3 low-
probabilityr evert, Dunng cwer 100 frials, we hare
never ebecnbered this sdtaetion We can wedues this
probabilitr to & verr soell wlve if ore of the nodes
is allowated o tirne slots.

Oree the rodes syhelronize upon deploornerd,
they oconbiroae to trsrcroit darivg their own tooe
slotes, Bwery tiree 3 node hears & rastar pachet with
corpest CRO, the node resmehrorizes olocks, This
procechie heeps the retwork syrehionized orer titoe,
ard erables wmbudness o alock driffs.

Y. MoEOLE HODES

The urdetwater senacy network supports roobiles
nodks swh 3= o underwater whbot called the
Autcrernoe Modular Optissl Underwater FRobot
(AMIOTUER), shown in Figimwe 2. The wbot &= 15kg.
with a roasdromn speed of 1 Mz It has & hattery
life of & huonms.

Fig 3. A pichum of AROTTE. snd sone saneor nodes .

The robot has 21l of the sspabilities of the sarvecy
biopres 3z wall a5 3 roope advareed sarners seshern for
= m loesl obshacke wroidarnee. Cme of the design
goals o the robob was to be ivexpensive o it does
noh have an expensive irerbiz]l roessmeroerd ardh
(TN, Inetead we pely heavily a the rangs messme-
tretts we obtain o the sereor rodes to deternire its
trajectory throogh the watey

The job of the pobot i= to teseel aonrd, dowrdoed
data feorn the sanor hodes optically and pelovate the
sensor rodes, Additicrally, it gives the network dy-
narnio sarnpling capabilities. If an event is happenitg
of mhapest the pobot o an vocare to that aves to peoide
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denser sensor sampling. We envision having many
robots in the final system to provide highly dynamic
sampling and faster download of the data from the
static nodes.

To be able to find the sensor nodes the robot must
know precisely where 1t 1s at all times. A passive
localization and tracking algorithm we developed [7]
has been implemented on this sensor network system
and used to localize and track the moving robot.

V. EXPERIMENTS

We have deployed the sensor nodes and the robot
in the ocean (Moorea, French Polynesia), in the river
(Charles River, MA) and in a lake (Otsego, NY)
and collected extensive networking and localization
data for this system. We have done over 100 exper-
iments with the sensor network. T'ypical data from
such deployments in shown In Figures 4, 3, and 5.
These figures show the performance of a four node
deployment.

L L L L L L
i) 100 150 200 250 30
Measurements

Fig. 3. The ranges computed between a fixed sensor node and
a moving sensor node in meters. The x-axis shows the mea-
surement number. The y-axis shows the estimated distance.
‘We have performed tests at 4 different distances: 4.75 m, 9.67
m, 16.15 m, and 24.7 m. The y values show the sensor netwark
estimates.

Figure 3 shows the ranges computed between a
fixed sensor node anchored in a lake at a depth of 3 m
to a sensor network node moved in a straight line by
the underwater robot. The first set of measurements
were taken at a distance of 4.75 m. The average
sensor network node estimated the range at 5.01
m. The second set of measurements were taken at
9.67 m. The average estimated range was 9.72m. The
third set of measurements was taken at 16.15 m. The
average estimated range by the network was 16.19 m.

180

% Noded
«  hode 1

Mode 3

Pange (]

Fig. 4. The ranges computed by four sensor network nodes to
a moving node over time. The xaxis shows time. The y-axis
shows distance in meters.

The fourth set of measurements was taken at 24.7 m.
The average estimate by the sensor network node was
24.35m.

Figure 4 shows the ranges to a moving node (the
robot) computed by a sensor network of 4 nodes. In
this experiment the robot was commanded o move
in the field of sensor nodes. The gaps in the graph
denote communications that were not successful. Fig-
ure 5 shows the details of the communication success.
For sensor network node 1, 58 % of the messages were
received correctly. In the case of nede 2, 64 % of the
messages were received correctly. For node 3 64 %
of the messages were received correctly. Finally, for
node 4 the communication success rate was 50 %. The
message loss was due to changing water conditions
and lake bottom profile ag the moving node traveled
across the lake. We need to understand better how
the lake geography and composition affects acoustic
communication. We believe that a success rate of
over 50% is sufficient for the type of monitoring and
tracking applications we wish to perform with this
system.

VI. CONCLUSION

In this paper we described the hardware and
communications support for an underwater sensor
network designed and implemented in our lab. Cur
experiments show that this is a capable and usable
platform for water applications in shallow waters at
depths less than 100m. We are especially Interested
in using this system to provide automated data
collection for marine biology applications related to
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Fig. 5. Communication success for 4 sensor network nodes
communicating to a moving node networked acoustically to
the system. The communication for each node is displayed as
a line. Gaps correspond to lost messages.

understanding and modeling coral reefs. This sensor
network could sustain operations at greater depths
by replacing the acrylic enclosure with a glass or
titanium enclosure.
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